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motion in a climate in which the study of
illusions had changed3.

We now appreciate that the systematic
study of illusions provides important clues to
the neural architecture and its constraints.
This appreciation drives, and is driven by, a
flood of physiological data from awake,
behaving primates, both monkey and human.

Illusions from lateral interaction
In 1865, Ernst Mach reported illusory bands
of bright and dark (Mach bands) at the edges
of a luminance ramp dividing different lumi-
nance regions4 (FIG. 1a). Five years later,
Ludimar Hermann was reading a book that
contained a set of figures organized in a grid,
and noticed between the figures grey spots
that disappeared when he looked directly at
them (Hermann grid; FIG. 1b). At the time of
these reports, a rebellious teenager named
Santiago Ramón y Cajal was apprenticed as a
shoemaker; years later, in 1887, Ramón y Cajal
began to experiment with Camillo Golgi’s
technique of silver impregnation of neural tis-
sue. Cajal began to view the nervous system as
being made up of billions of separate nerve
cells, instead of a continuous network. That
idea, known as the Neuron Doctrine, estab-
lished the heart of modern neuroscience.
However, knowing that the brain is composed
of billions of cells tells us little about how
those cells encode information and the princi-
ples of their interaction. Illusions, from
Mach’s to Hermann’s and scores of others,
have contributed to our understanding of this
interaction. In fact, illusions such as the
Hermann grid and Mach bands led to one of
the earliest neural theories: that of lateral

vision has limits; this is also an illusion of sorts.
We depend on other illusions as a normal
aspect of our lives: in the cinema, we pay
money to watch a succession of flat, still images
that appear to be rich with motion and depth.
For our present purposes, I will review several
categories of illusion that have been more tra-
ditionally explored in history and in modern
neuroscience. The purpose of this article is to
illustrate how such illusions have helped to
guide neuroscience research. To that end, I will
attempt to trace the growth of intellectual
threads that directly led to insights into — and
placed constraints on — the underlying neural
mechanics of vision. I will also attempt to high-
light as much about our ignorance of illusions
as about our understanding, in the hope of
lighting the way to interesting new problems.

In the past, illusions were sometimes con-
sidered to be inappropriate objects of study.
The nineteenth-century psychologist Oswald
Kulpe expressed the intellectual climate of the
era when he wrote that perceptual illusions
are “subjective perversions of the contents of
objective perception”1. This is why Exner’s
experiments on apparent motion2 in 1875 did
not receive a great deal of attention, until Max
Wertheimer, defining the Gestalt movement
almost 40 years later, re-examined apparent

The complex structure of the visual system
is sometimes exposed by its illusions. The
historical study of systematic
misperceptions, combined with a recent
explosion of techniques to measure and
stimulate neural activity, has provided a rich
source for guiding neurobiological
frameworks and experiments.

The act of ‘seeing’ seems so effortless that it is
difficult to appreciate the vastly sophisticated
— and poorly understood — machinery that
underlies the process. Illusions, often, are those
stimuli that exist at the extremes of what our
system has evolved to handle. Sometimes illu-
sions stem from assumptions made by the
visual system; at other times they represent an
active recalibration. In all these cases, illusions
serve as a powerful window into the neurobi-
ology of vision, and have pointed towards
new experimental techniques.

There is some difficulty in rigorously defin-
ing ‘illusion’, as there is a sense in which all of
vision is an illusion. The resolution in our
peripheral vision is roughly equivalent to look-
ing through a frosted shower door, and yet we
enjoy the illusion of seeing the periphery
clearly. Similarly, we are not aware of the ‘edges’
of our visual field, even though our angle of
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The motion after-
effect is described
by Aristotle in his
Parva Naturalia, and
again by Lucretius
(~56 BC) in his poem
De Rerum Natura.

Edmund Mariotte
inadvertently
discovers the blind
spot from his studies
of the eye82.

Alhazen of Cairo
writes his Book of
Optics, which
includes a
description of
simultaneous
colour contrast7.

Purkinje describes the
motion after-effect88.
Described again by
Addams in 1834, it
becomes popularly
known as the waterfall
illusion89.

Wheatstone
shows that slightly
displaced images
presented to the
two eyes generate
the illusion of
depth90.

Hermann reports
illusory grey spots
at the intersections
of spaces between
boxes arranged in 
a matrix.

Mach shows illusory
bands between two
areas of different
luminance separated
by a gradient (Mach
bands)4.

Braun introduces
a cathode-ray
tube with a
fluorescent
screen, lighting
the way to novel
dynamic stimuli.

Wohlgemuth reports
long-term storage of the
motion after-effect29.

Rubin describes
the problem of
figure–ground
segregation92.

Frohlich reports
that a suddenly
appearing, moving
object is not seen
in its true starting
position93.

Schumann reports
a stimulus that
gives rise to
illusory contours
with brightness
enhancement16.

Max Wertheimer, a
pioneer of the
Gestalt movement,
delineates several
types of apparent
motion91.

Pulfrich reports that a
pendulum seems to rotate
in depth when a neutral
density filter is placed in
front of one eye; he
proposes an interocular
timing difference44.

Kanizsa shows that
three discs with
triangular cut-outs
aligned at the corners of
a virtual triangle generate
the illusion of a bright
triangular surface14.

Exner shows
apparent
motion without
perceived
change of
position2.
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interaction between cells. We now understand
that from the retina onwards, neurons charac-
teristically inhibit or excite their neighbours,
depending on their connectivity. This allows
the nervous system to enhance contrast
between similar regions. Contrast enhance-
ment is generally beneficial, but in some
instances generates illusory percepts. In the
Zollner illusion, for example, the visual cortex
enhances orientation contrast by making simi-
lar orientations seem to tilt away from each
other (FIG. 1c).

Classical receptive fields, defined as the
area in which a visual stimulus evokes a change
in the firing activity of a cell, can explain local
perceptual effects such as the Hermann grid
and Mach bands, but are not sufficient to
explain global perceptual effects. Not long
after the discovery of the classical receptive
field, physiologists realized that the response
of a neuron to a stimulus could be signifi-
cantly affected by stimuli presented outside
the receptive field5,6. These surround effects
indicate that individual neurons can integrate
information over large areas of the visual cor-
tex. Neural data on the surround effect has
been informed, in part, by a long history of
illusions. For example, in simultaneous con-
trast — described two millennia ago by
Aristotle and again one millennium later by
Alhazen of Cairo7 — surrounding colours or
luminances influence the perception of a cen-
tral target. In FIG. 1d, the grey patches in the
middle of the coloured squares are physically
identical, even though they appear to be dif-
ferent. Even in the absence of detailed knowl-
edge of neural tissue, Mach correctly guessed
that simultaneous contrast involved some sort

NATURE REVIEWS | NEUROSCIENCE VOLUME 2 | DECEMBER 2001 | 921

+
–

Physical intensity

a b

c d

Perceived intensity

+
–

Figure 1 | Illusions arising from lateral inhibition and excitation. a | Mach bands are the illusory bright
and dark lines to the left and right of the luminance gradient that connects the two uniform regions. Receptive
fields in the uniform regions have a balance between their excitatory centres and inhibitory surrounds.
However, a receptive field centred on the bright Mach band gives a stronger response because part of the
surround is in the darker area (and so this field receives less inhibition from the surround). Conversely, the
receptive field over the dark band receives more surround inhibition because part of the surround is in the
brighter area. b | The Hermann grid illusion, in which illusory grey spots are perceived at the intersections, is
seen because a retinal ganglion cell receptive field lying at the intersection of the cross has more light falling
on its inhibitory surround than a receptive field that lies between two black squares. Consequently, its
excitatory centre is suppressed to weaker activity. c | In the Zollner illusion, the parallel long lines appear 
non-parallel. Lateral interactions increase orientation contrast, giving the impression of an increased angle
between the long line and the shorter lines that cross it. d | In simultaneous colour contrast, the colours of the
background affect the way in which we perceive the centre grey patch. Although the two patches are
identical, most observers see the left patch tinged with blue and the right patch tinged with yellow.

Julesz uses
computerized
random dot stimuli to
study cortical
processing of
binocular information,
disproving that object
recognition precedes
stereopsis94.   

Barlow and Hill show firing
rate ‘fatigue’ in the rabbit
retina, suggesting a neural
account of after-effects28.

Barlow et al. report on the
neural mechanism of binocular
depth discrimination95.

Using single-unit
electrode recordings,
Von der Heydt and
colleagues report that
some neurons in
macaque area V2
respond to an illusory
contour moving across
their receptive fields19.

Introduction of
functional magnetic
resonance imaging
(fMRI) for measuring
activation of brain
areas during human
perception96.

Lu et al. show
perceived motion
standstill of a
moving
isoluminant and
isosalient colour
grating86.

Using laser interferometry
to bypass optical
imperfections of the eye,
He and MacLeod show
that the tilt after-effect can
be generated by stimuli too
fine to reach awareness98.

fMRI studies
show brain
activation that
correlates with
changes in
perception
during binocular
rivalry42,43.

Hubel and Wiesel report
the basic organization of
primary visual cortex83,
leading in coming
decades to hierarchical
explanations for illusions.

McCullough reports
that orientations paired
with colours result in a
negative contingent
after-effect30.

Ramachandran and
Gregory show that
there is decreased
ability to detect
apparent motion
with equiluminous
coloured stimuli85.

Logothetis and Schall
find cells in superior
temporal sulcus that
correlate with a
monkey’s reported
perception of motion
during binocular rivalry36.

Macknik et al. measure
correlates of backward
masking in monkey V1
with single-unit
recordings59, and with
optical imaging the
next year60.

Duncan et al. report
neural correlates of
the Barber–Diamond
illusion in area MT97.

Improved techniques to
measure and stimulate
activity in the human
brain. The making of
computer vision that, due
to its architecture,
exhibits ‘human’ illusions.
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afterimages of complementary colours.
Herring’s examination of these colour after-
effects, and the distinct pattern of their
colours, led him to propose an ‘opponent
process’ theory of vision. In this framework,
trichromatic signals from the cones (as pos-
tulated by Helmholtz23) feed into subsequent
neural stages and show opponent processing
(red versus green, yellow versus blue, black
versus white). Hurvich and Jameson24 later
developed Hering’s theory, and in the 1960s,
physiological recordings from primate lateral
geniculate nucleus emerged to support this
opponent model of colour processing25. A
natural consequence of opponent processing
is the idea that competing neural populations
exist in a balance of tonic activity. According
to this view, a subpopulation can be ‘fatigued’,
and another population can dominate the
push–pull competition and briefly control
the percept26. This idea has been popular as
an explanation for several kinds of after-
effect. One example is the motion after-effect
(also known as the waterfall illusion), which
has enjoyed a particularly rich history of
study, dating back at least to Aristotle27. To
experience this illusion, stare at a waterfall for
a few minutes; after shifting your gaze, sta-
tionary objects such as the nearby rocks will
briefly appear to crawl upward. In 1963, the
fatigue explanation for after-effects was bol-
stered by physiological findings by Barlow
and Hill. They showed that the firing rate in
directionally selective neurons of the rabbit
retina declines if a stimulus is continuously
moved through the receptive field in the pre-
ferred direction; after the stimulation stops,
the baseline firing rate remains suppressed
for a short while28.

However, despite this early physiological
support, it now seems clear that the fatigue of
neuronal populations falls short as an expla-
nation for after-effects. Even as early as 1911,
Wohlgemuth showed that the motion after-
effect can be stored: motion is viewed, the
eyes are closed, and the after-effect remains
when the eyes are later reopened29. In addi-
tion, we do not see a motion after-effect
resulting from driving a car, and under cer-
tain circumstances, non-moving stimuli can
induce an after-effect. In 1965, Celeste
McCollough reported the first contingent
after-effect, in which prolonged viewing of a
pattern consisting of, say, horizontal and ver-
tical coloured stripes, results in the subse-
quent colour- and orientation-specific mis-
perception of uncoloured stripes30 (FIG. 3).
Even more strikingly than the motion after-
effect, the McCollough effect can last
overnight and sometimes for days. This
seems less likely to represent fatigue than

reported to have a direct physiological corre-
late in macaque area V2, where some neurons
were found to respond to an illusory contour
moving across their receptive fields19, and in
1993, responses were reported in V1 (REF. 20).
The V1 responses show longer latencies than
V2 responses21, indicating that the brain fills
in illusory contours on the basis of feedback
from higher areas (FIG. 2b). A full understand-
ing of how and why the visual system con-
structs these contours awaits further research.

After-effects
In the late 1870s, Hering noted that after an
observer fixates steadily on a blue patch, he sees
an illusory yellowish patch22. To observe this
simple colour after-effect, return to FIG. 1d and
fixate the black dot between the two coloured
squares for 30 seconds. Shifting your gaze to
the black dot at the bottom will generate

of neural comparison of sensations from
neighbouring image regions4. Ewald Hering
shortly thereafter developed the related idea
that reciprocal interactions in the ‘neural
image’ determined much of surface colour
appearance8. Recently, physiological record-
ings have grounded these ideas. For example,
if the receptive field of a V1 cell is covered
with uniform grey illumination, changing the
luminance of the surrounding regions will
change the firing of a cell in a manner consis-
tent with the psychophysics of simultaneous
contrast9. The neural and psychophysical data
continue to inform each other as more work
unravels how modulations caused by hori-
zontal and feedback connections might
reflect the integration of information that
underlies perception10. For example, the illu-
sion that apparent motion produced by a
sequence of collinear objects is perceived as
faster than the same sequence of non-collinear
objects11 seems to be consistent with proper-
ties of the horizontal axons that form the
‘silent’ surround of cortical receptive fields12,13.

Illusory contours
The Kanizsa square in FIG. 2a shows that we
can perceive the borders of an object even in
regions of the image where there is no direct
visual evidence for them. This is one example
of the phenomenon of illusory or subjective
contours14,15. Illusory contours, and the con-
comitant brightness enhancement, have a
rich history in psychology16–18. Beginning in
1984, this perceptual phenomenon was
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Figure 2 | Illusory contours and brightness enhancement. a | Illusory contours can be generated by
the visual system from suggestions of an occluding figure (Kanisza square, top), or by fracture lines
between two textures (circle, bottom). Note the illusory brightness enhancement that accompanies the
sides of the square, and also the most central circle. b | Lee and Nyugen21 displayed real squares and
Kanisza squares to awake monkeys; the figure compares the response of a V1 neuron in the different
conditions. The illusory contour signals in V1 are weaker and arrive 30 ms later than signals in V2,
indicating that the perception of illusory contours involves intercortical feedback interactions. Panel b
adapted with permission from REF. 21 © 2001 National Academy of Sciences, USA.

“Multistable stimuli are
invaluable tools for the
study of the neural basis of
visual awareness, because
they allow us to distinguish
neural responses that
correlate with basic sensory
features from those that
correlate with perception.”
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changes in the absence of any change in the
stimulus? Although the psychophysical study
of binocular rivalry is reasonably old34, and
the effect was explored with electroencephalo-
graphy (EEG) in the 1960s (REF. 35), experi-
menters have begun to explore the physiology
of changing percepts in awake, behaving mon-
keys at the single-cell level only very recently36.
Recordings from neurons in areas V1,V2,V4
and MT indicate that only a small proportion
of cells responds to the perception of the
dominant stimulus, while the rest continue to
respond to low-level features even while the
image is suppressed37. The proportion
responding to the dominant stimulus grows at
higher stages of processing until, remarkably,
most of the cells in the visual areas of tempo-
ral cortex fire in a manner that is correlated
with the stimulus that is dominating percep-
tion38. Activity in these temporal lobe cells
therefore seems to represent a stage of process-
ing that is beyond the determination of low-
level features, and instead represents some-
thing like the brain’s internal representation of
objects. This physiological data from the
rivalry studies seems to be incompatible with
the previously popular idea that rivalry reflects
a competition between the two eyes, and
instead seems to reflect competition between
top–down cortical explanations for the

some sort of active recalibration. That is, per-
haps the visual system seeks to eliminate (pos-
sibly spurious) correlations between colour
and orientation by actively adjusting the per-
ceived colour of particular forms31. Whatever
the case, the motion after-effect is still not
fully understood.

In general, after-effects are observed not
only in simple attributes such as colour and
motion, but often seem to reveal different
sorts of ‘channels’, or ‘spatial filters’, which can
be exposed by selectively adapting them. For
example, in 1969, Blakemore and Sutton
showed that there are spatial-frequency-spe-
cific after-effects: when an observer adapts to
a grating of a particular spatial frequency, a
slightly lower frequency will then seem even
lower, and a slightly higher frequency will
seem even higher32. This spatial frequency
after-effect is often explained in terms of a
shifted peak in the population activity of a
distribution of filters. This explanation might
prove to be unsatisfactory, however, as down-
stream mechanisms that only read a peak in
population activity might imply that we
would never see stimuli other than gratings. It
is suspected that the channel story might not
be borne out in the higher areas of cortex as
the next generations continue their study33;
however, the study of the after-effects will
continue to serve as a benchmark for which
new theories must provide an explanation.

Multistable stimuli
Illusions such as the Necker cube and the
face–vase illusion (FIG. 4a,b) are examples of
multistable stimuli. Strictly speaking, all visual
stimuli are ambiguous. For example, a distant
large object or a nearer small object can cause
a given projection on the retina. The interesting
property of multistable stimuli, however, is
that they can flip back and forth between dif-
ferent perceptions. Although nothing changes
on the page, there is more than one way for
the visual system to interpret the stimulus,
and perceptual reversals occur. The perceptual

reversal indicates that cortical processing is an
active process that tries to make sense of
incoming information.

Multistable stimuli are invaluable tools for
the study of the neural basis of visual aware-
ness, because they allow us to distinguish
neural responses that correlate with basic sen-
sory features from those that correlate with
perception. With this in mind, a very useful
example of bistability can be found in the phe-
nomenon known as binocular rivalry (FIG. 4d).
When different images are presented to the
two eyes, one eye’s view dominates for several
seconds and is then replaced by that of the
other eye. What causes these perceptual
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Figure 3 | After-effects and competing populations. The McCollough effect. After observers are
exposed for a few minutes to differently coloured gratings of different orientations, they perceive similarly
oriented achromatic gratings as if they were tinted with complementary hues. This illusion can be
experienced by viewing the coloured gratings to the left for a few minutes, and then shifting the gaze to
the black-and-white gratings on the right.

Monkey reports
motion up

Monkey reports
motion down
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Figure 4 | Multistable stimuli and active perception. a | The Necker cube is an ambiguous two-
dimensional stimulus that lends itself to spontaneous depth reversal, as it is equally consistent with two
different three-dimensional configurations. Note that the visual system chooses only a single interpretation
at a time, never a mixture. b | The face–vase illusion is subject to flip-flopping interpretations of figure versus
ground. c | Monkeys viewed binocularly rivalrous drifting gratings in a 1989 study by Logothetis and
Schall36. In single-unit recordings from superior temporal sulcus, the firing activity of some neurons strongly
correlated with the monkey’s percept, even while the retinal stimulation remained unchanged. d | An
example of binocular rivalry; the perceptual alternation can be experienced by cross-fusing the two images.
The red and green stripes will alternate in perception. Panel a is adapted with permission from REF. 99.
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springboard the measured latency differences
between colour- and motion-processing
areas of the visual cortex, Moutossis and Zeki
showed that synchronous colour and motion
changes can appear to be asynchronous45.
However, we now know that this illusion
occurs only when the stimuli are presented
repeatedly, and not when they are presented
only once46. This seems to rule against a sim-
ple model of signals racing like a rabbit and a
tortoise to a ‘perceptual end-point’.

The idea that signal timing might equal
perceptual timing has also been proposed
recently as an explanation for the flash-lag 
illusion47–49, a phenomenon in which a flash
and a moving object that appear in the same
location are perceived to be displaced from
one another50,51. However, there is opposing
evidence that timing judgements between
flashes and moving object are very accurate52,
and instead that the flash-lag effect reflects
something more fundamental about the tim-
ing of conscious awareness53,54. Specifically,
the flash-lag illusion is consistent with the
idea that the percept attributed to the time of
an event is a function of events that happen
in a small window of time after the event.
This idea that consciousness is a retrospective
reconstruction (or ‘postdiction’) has roots as
early as William James55, and was expressed
eloquently in the last decade by Dennett56.
The reconstructionist framework fits well
with the modern understanding that the
visual system is not merely feedforward but
also feedback, a concept nicely illustrated by
recent transcranial magnetic stimulation
(TMS) experiments in which feedback from
MT to V1 was shown to participate in visual
awareness57. Other classic illusions further
support the idea that the visual system con-
sults the ongoing input of information from
the near future of an event before committing
to a percept. In the illusion of backward
masking58, a stimulus followed in rapid suc-
cession by a second stimulus can block or
modify the perception of the first one. Recent
experiments by Macknik and colleagues have
found correlates of masking in monkey V1
using single-unit recordings59 and optical
imaging60.

The nexus between temporal illusions and
the timing of visual signals is likely to provide
fertile ground for the future. It could be that
the brain encodes time symbolically, such
that stimulus time differences do not neces-
sarily correspond to differences in physiologi-
cally measured latency. The latter idea, some-
times known as the ‘latency difference’
hypothesis, might be an example of experi-
mental psychologists being misled by too
simple an interpretation of physiological

sity filter is placed in front of one eye. After a
suggestion by Fertsch, Pulfrich proposed a
timing difference between signals from the
two eyes44. The idea of differences in physio-
logically measured ‘latencies’ translating
directly into perceptual timing has recently 
re-emerged as a proposed explanation for 
certain illusions. For example, taking as a

inputs39,40. However, this point is still debated;
new functional magnetic resonance imaging
(fMRI) evidence supports interocular compe-
tition, indicating that rivalry can be fully
resolved in monocular visual cortex41. In gen-
eral, fMRI is becoming a popular technique to
study rivalry; recent studies have shown that
extrastriate regions such as the ventral visual
pathway, parietal and frontal regions42, the
fusiform face area and the parahippocampal
place area participate in perceptual changes43.

The timing of awareness
Another area of active debate is how and
whether the timing of neural signals leads to
illusions of timing. This hypothesis has a long
history, beginning at least as early as Pulfrich’s
demonstration in 1922 that a pendulum
seems to rotate in depth when a neutral den-

Box 1 | Cross-modal illusions

For many decades it has been understood that
different areas of the brain are specialized for
detecting and processing different types of sensory
signal, and yet, to be useful, the information
coming through the different sensory organs must
be combined. The mismatch between information
from different modalities lies at the heart of a class
of famous illusions that hint at the way sensory
areas interconnect.

In ventriloquism, for example, the sight of the
dummy’s mouth movement influences the
apparent direction of the heard voice65. The McGurk illusion occurs when the sound of a syllable
(for example, ‘ba’) is temporally synchronized with lip movements soundlessly mouthing a
different syllable (for example, ‘ga’), producing the perception of another syllable (typically ‘da’).
The existence of the McGurk illusion indicates that voice and lip-movement cues are combined
at an early processing stage, at least before the unimodal acoustic and visual information are
assigned to a phoneme or word category65,66. We now know psychophysically that the influence
of sound on vision occurs very early in processing67–69, and new illusions reporting the influence
of sound on sight are discovered continually70,71.

Recently, many cross-modal phenomena have been approached with new techniques. Single-unit
electrode recordings show that sensory cues from different modalities that appear at the same time
and in the same location can increase the firing rate of multisensory cells in the superior colliculus
and insula to a level exceeding that predicted by summing the responses to the unimodal
inputs72–74. Functional magnetic resonance imaging studies have verified psycholinguistic evidence
that seen speech influences the perception of heard speech at a very early stage75, and also that
back-projections from multimodal parietal areas allow touch to influence what is seen76. Last, a
facial expression, even if not consciously perceived, modifies the perception of emotion in the voice
of the speaker; evoked potential measurements indicate that early integration underlies this
phenomenon77. Taken together with other studies, these techniques allow us to order the
processing stages by which signals in different modalities are combined.

Another area of cross-modal research asks whether visual illusions have an influence on
visually guided motor actions. After all, vision-for-perception and vision-for-action seem to have
separate neurological underpinnings78. The figure illustrates the Ebbinghaus illusion, in which
the size of an object is visually misperceived; yet, under normal viewing, the size of the grip is
reported to be accurately scaled79. This could mean that what we think we see is not always what
guides our actions. However, the perception and action systems can, under different
circumstances, enjoy a tighter coupling: when binocular perception is replaced by monocular
viewing, the visuomotor system seems to rely more heavily on the remaining monocular cues,
making the grip more susceptible to size illusions80. The extent to which vision-for-perception
can be separated from vision-for-action remains an area of active debate81.

“Several biological
principles have been
distilled from the careful
study of illusions, and these
will continue to guide
neuroscience research.”
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recordings. The framework of delayed aware-
ness, if correct, changes the way we will inter-
pret physiological data related to visual illu-
sions, informing the temporal dimension of
the neural code. Along these lines, how a uni-
fied percept is achieved when signals are
combined across multiple modalities (for
example, vision and touch) is a question to
which illusions contribute decisively to our
understanding (BOX 1).

The future of illusion
Several biological principles have been dis-
tilled from the careful study of illusions, and
these will continue to guide neuroscience
research. In the other direction, our improved
understanding of the visual system might
allow us to formulate novel illusions (BOX 2).
Many illusions remain unsolved, providing
fertile ground for the next generation of
experimenters and techniques. Some promis-
ing directions of progress are to dissect illu-
sions with more sophisticated experimental
techniques than are available at present for the
measurement of activity in the human brain.
Unfortunately, modern fMRI has too coarse a
temporal resolution to address certain classes
of illusion. Other techniques, such as EEG,
lack good spatial resolution. Still other excit-
ing techniques, such as electrode implantation
in surgery 61,62, run the risk of searching for a
needle in a haystack. The future holds great
promise for new measurement techniques.

Moreover, direct stimulation of the
human brain will be of great importance in
understanding perception. In monkeys, for
example, Celebrini and Newsome showed
that microstimulation could influence the
report of direction of random dot kine-
matograms63. However, it is difficult to ascer-
tain whether the monkey experienced an
awareness of illusory movement. This is one
example in which human report would be

useful. Human stimulation was first realized
very early on64, and is now carried out with
TMS and implanted electrodes, again holding
great promise for the future.
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